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Abstract — This study presents a viewer prediction model for the YouTube channel “Warganet Life Official” using the Random Forest 

algorithm and multi-feature engagement metrics obtained from YouTube Studio. The dataset includes impressions, likes, dislikes, 

shares, watch time, and subscriber changes, which were processed using the CRISP-DM framework. The model achieved its best 

performance under a 70:30 train–test split, producing a MAPE of 12.20%, an RMSE of 204,890.42. Random Forest outperformed 

Linear Regression and XGBoost baselines, confirming its suitability for modeling nonlinear engagement behavior in dynamic digital-

media environments. The novelty of this work lies in its multi-feature, engagement-driven modeling applied to a large Southeast Asian 

entertainment channel, offering localized evidence for viewer-performance forecasting. Theoretically, this study strengthens recent 

findings that multi-modal engagement metrics yield more accurate digital-media performance predictions. Practically, the deployment 

of a Streamlit-based prediction tool enables creators to perform real-time content evaluation and early performance diagnostics, 

providing actionable insights for improving content strategies and long-term channel optimization. 
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I. INTRODUCTION  

The rapid growth of video-sharing platforms such as 
YouTube has reshaped how people access information, 
entertainment, and educational content. As one of the largest 
digital platforms worldwide, YouTube offers creators an open 
space to distribute their work and build sizable audiences. This 
expansion has intensified the need for accurate content-
performance analysis, enabling creators to understand user 
engagement patterns and refine their publication strategies in 
a more systematic manner [1]-[3]. 

The channel “Warganet Life Official,” which hosts a 
substantial subscriber base and an extensive video library, 
illustrates this challenge. Although YouTube Studio provides 
numerous statistical indicators such as impressions, likes, 

dislikes, shares, watch time, and subscriber fluctuations—
creators still struggle to determine whether a newly uploaded 
video is performing as expected. This difficulty stems from 
the platform’s highly dynamic data patterns, complex 
audience behavior, and the need for automated viewer-
prediction mechanisms as engagement behaviors become 
increasingly dynamic [4]-[6]. 

In data-driven research, machine learning algorithms have 
become widely adopted for prediction tasks due to their ability 
to model nonlinear relationships in large and diverse datasets. 
Random Forest, in particular, is a well-established ensemble 
method known for its robustness in regression problems and 
resilience to noise. Its effectiveness has been demonstrated in 
various digital-media and engagement-prediction studies [4], 
[6], [7]. 
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This study aims to develop a predictive model for 
estimating the viewer count of videos on the “Warganet Life 
Official” channel using Random Forest and statistical metrics 
extracted from YouTube Studio. The research adopts the 
CRISP-DM framework, which involves business 
understanding, data understanding, data preparation, 
modeling, evaluation, and deployment [8]-[12]. 

Furthermore, integrating the prediction model into a 
Streamlit-based web application enables real-time assessment 
of video performance and strengthens data-driven decision-
making strategies [13]. 

II. METHODOLOGY 

This study employs an exploratory quantitative approach 
to model and identify irregularities in video performance 
based on the evolving behavior of YouTube audiences. 
Sudden shifts in metrics such as impressions, viewer counts, 
and audience engagement often signal external influences or 
content-specific attributes that shape a video's trajectory. 
Drawing on historical data retrieved from YouTube Studio, 
this research develops a viewer prediction model designed to 
provide an early estimation of expected performance for 
newly uploaded videos. 

The model is constructed using the Random Forest 
algorithm, selected for its ability to capture non-linear 
relationships and deliver stable predictions through the 
aggregation of multiple decision trees. Model performance is 
assessed using MAPE and RMSE, ensuring a rigorous 
evaluation of predictive accuracy. The overall workflow 
follows the CRISP-DM framework, encompassing data 
collection, data understanding, preprocessing, modeling, 
evaluation, and deployment through a Streamlit-based web 
application. As shown in Fig. 1. 

 

Fig. 1. Research methodology flowchart for viewer prediction using the 
CRISP-DM framework. 

A. Research Design (Heading 2) 

The research design adopts a quantitative predictive-
modeling framework grounded in the CRISP-DM 
methodology, which is widely used in data-driven system 
development and decision-support analytics [1]. This design 
emphasizes systematic data exploration, iterative refinement, 

and the construction of a machine-learning artifact that 
supports viewer-performance evaluation on YouTube. The 
study integrates descriptive and predictive analysis to examine 
how engagement metrics—such as impressions, likes, 
dislikes, shares, watch time, and subscriber changes—shape 
the overall viewer count of each uploaded video. Random 
Forest is selected due to its robustness in handling nonlinear 
relationships and multicollinearity, as well as its demonstrated 
effectiveness in prediction tasks across domains including 
sentiment analysis, agriculture, financial forecasting, and 
digital-media analytics [14]-[15]. The overall methodological 
flow is illustrated in Fig. 1. 

B. Research Subjects and Data Sources 

The research subjects consist of 488 videos published on 
the “Warganet Life Official” YouTube channel. Data were 
collected from the official YouTube Studio Analytics 
dashboard, providing 26 initial attributes related to video 
visibility, engagement, and audience retention. Following 
feature evaluation, 15 variables were selected as primary 
predictors, consistent with prior research indicating that 
impressions, likes, watch time, and subscriber behavior 
significantly correlate with viewership patterns [6]. 

The dataset was retrieved through manual extraction and 
CSV export features to ensure completeness and authenticity. 
Similar data-collection practices are common in YouTube-
based research, including performance prediction, behavioral 
analysis, and media-engagement studies [2], [6]. 

C. Data Collection Technique 

Secondary data were acquired directly from YouTube 
Analytics, comprising numeric and temporal attributes. The 
preprocessing procedure included removing missing values, 
normalizing and transforming numeric variables, and 
adjusting timestamp fields into derived features such as “days 
since upload.” Feature reduction was performed through 
correlation analysis to eliminate attributes with minimal 
predictive value, a step aligned with standard data-mining 
practices [6]. Outliers were inspected based on distribution 
patterns to preserve model stability while maintaining 
representative viewer-behavior data. 

The selection of relevant predictors is consistent with 
previous work demonstrating the importance of engagement-
driven indicators for viewership forecasting and media-
performance analytics [6]. 

D. Data Analysis Technique 

The data analysis consists of the following structured 
stages: 

1. Preprocessing 

The initial stage involves handling missing entries, 
formatting timestamps, converting categorical indicators 
into numeric form, and normalizing selected features. 
Similar preprocessing pipelines are widely applied in 
contemporary predictive modeling and multimedia 
analytics [1], [6]. Outliers and inconsistencies were 
reviewed to ensure data reliability [4]. 

2. Feature Construction 

Engagement and visibility metrics were integrated into a 
refined analytical dataset. Correlation analysis and domain 
rationale guided feature selection, consistent with prior 
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studies on video-performance prediction and digital-media 
analytics [2], [6]. 

3. Model Development 

A Random Forest Regressor was trained using several 
train–test ratios (70:30, 80:20, 90:10). Random Forest was 
chosen due to its ensemble-based design, high stability, 
and proven accuracy in regression tasks across diverse 
data domains, including forecasting, marketing analytics, 
and media engagement [4]-[5]. 

The model utilized 100 trees with bootstrap sampling to 
improve generalization. Hyperparameter optimization was 
performed using Randomized Search with a 5-fold cross-
validation procedure. The best configuration obtained 
was: n_estimators = 300, max_depth = 18, 
min_samples_split = 4, min_samples_leaf = 2. This tuning 
approach aligns with recent recommendations for 
stabilizing ensemble regressors (5). 

To establish baseline performance, the model was 
compared against Linear Regression and XGBoost 
Regressor. Random Forest achieved the lowest error 
(MAPE 12.20%), outperforming Linear Regression 
(28.4%) and XGBoost (15.6%). These results are 
consistent with recent empirical evidence that ensemble 
methods outperform simpler regressors in nonlinear 
digital-engagement prediction tasks [3], [4], [12]. 

4. Prediction and Error Analysis 

Viewer-count predictions for unseen test data were 
evaluated using MAPE and RMSE, two standard metrics 
used in regression-based media-performance analysis [1], 
[10]. The 70:30 split yielded the best performance, with a 
MAPE of 12.20% and an RMSE of 204,890.42, aligning 
with comparable results in recent multimedia forecasting 
studies [6], [15]. 

5. Deployment 

The final trained model was serialized using the pickle 
format and deployed in a Streamlit-based web application, 
allowing interactive manual input or batch CSV upload. 
Streamlit remains one of the most widely adopted tools for 
operationalizing machine-learning models in real-world 
scenarios [9], [14]. 

III. RESULT AND DISCUSSION 

This section presents the findings from the analysis of 
YouTube video performance data collected from the 
“Warganet Life Official” channel and evaluates the accuracy 
of the Random Forest based prediction model in estimating 
viewer counts. The results are structured into three 
subsections: (1) Descriptive Analysis of YouTube Video 
Performance, (2) Prediction Model Performance, and (3) 
Comparison Between Predicted and Actual Viewer Counts. 

A. Descriptive Analysis of YouTube Performance Metrics 

Descriptive analysis shows that impressions, watch time, 
and likes remain the strongest correlates of viewer count, 
consistent with global findings on digital engagement 
behavior [6]. Most videos fall within the medium-traffic range 
(50,000–300,000 views), providing a stable empirical 
foundation for predictive modeling. Annual upload trends are 
visualized in Fig. 2. 

 

Fig. 2. Annual video upload and viewer trends on Warganet Life Official. 

The dataset shows that several engagement indicators strongly 
influence viewer count, including impressions, likes, watch 
time, and subscriber changes, consistent with recent 
multimedia engagement studies (6). 

These descriptive results provide a strong foundation for 
predictive modelling, as they highlight consistent 
relationships between viewer engagement metrics and final 
viewer count (2). Viewer-distribution categories are presented 
in Fig. 3 

 

Fig. 3. Distribution of viewer counts across 488 analyzed videos. 

Additional descriptive analysis of engagement metrics 
indicates that: 

1. Impressions vary widely, with several high-performing 
videos exceeding 1.5 million impressions. 

2. Like ratios remain relatively stable across categories, 
indicating consistent audience satisfaction. 

3. Subscriber gain/loss patterns show that videos with 
strong narrative hooks and emotional content tend to 
generate higher net subscriber growth. 

These descriptive results provide a strong foundation for 
predictive modelling, as they highlight consistent 
relationships between viewer engagement metrics and final 
viewer count. 

B. Prediction Model Performance 

The Random Forest model was trained using selected 
predictors (impressions, likes, dislikes, shares, watch time, 
subscribers gained, subscribers lost, CTR, and others). Three 
train–test ratio scenarios were evaluated 70:30, 80:20, and 
90:10 to determine the most optimal configuration for 
predictive accuracy. As summarized in Table 1, the 70:30 split 
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produced the strongest overall performance, achieving a 
MAPE of 12.20%, an RMSE of 204,890.42, and an accuracy 
of 87.80%. 

TABLE 1. PERFORMANCE METRICS OF THE RANDOM FOREST MODEL (70:30 

SPLIT) 

Metric Value 

MAPE 12.20% 

RMSE 204,890.42 

Accuracy 87.80% 

These results indicate that the model reliably predicts 
viewer counts, particularly within the medium and high-
performance video range. Predictive alignment between 
actual and predicted values is shown in Fig. 4.  

 

Fig. 4. Comparison between predicted and actual viewer counts (70:30 split). 

The concentration of points near the diagonal line 
demonstrates the model’s strong predictive capability. Higher 
deviations appear mostly among viral videos, which tend to 
exhibit nonlinear surge patterns influenced by trending factors 
not directly captured in the dataset—consistent with recent 
evidence on nonlinear virality dynamics [3]. 

To provide additional interpretability, Feature importance 
ranking can be seen in Fig. 5. 

 

Fig. 5. Feature importance ranking in Random Forest model. 

Results confirm that impressions, watch time, and likes are 
the strongest determinants of viewership aligning with earlier 
studies on YouTube viewership modeling [14]. 

C. Predicted vs Actual Viewer Count Analysis 

A comparative examination was conducted to assess how 
closely the predicted viewer counts align with actual outcomes 
across video categories. The results show that 76% of all 
videos were predicted with an error margin under 20%, 
reflecting a strong generalization capability of the model. 

Videos with the highest errors tended to be those that: 

1. experienced sudden virality due to external triggers (e.g., 
trending topics), 

2. gained traction significantly after initial publication, or 

3. relied heavily on algorithmic recommendations (e.g., 
homepage or suggested videos). 

The cumulative error distribution is depicted in Fig. 6. 

 

Fig. 6. Error distribution across test dataset. 

Most errors fall within a manageable range, while extreme 
deviations appear in a small cluster of outlier videos. This 
pattern is consistent with recent findings in regression-based 
content-performance prediction [4]. 

Temporal comparison between predicted and actual 
results is presented in Fig. 7. 

 

Fig. 7. Timeline comparison between predicted and actual viewer counts. 

This alignment reinforces the model’s practical utility in 
early content evaluation—supporting rapid performance 
assessment similarly demonstrated in recent predictive 
modeling research [2]. 

IV. CONCLUSION 

The study demonstrated the effectiveness of a Random 
Forest–based model in predicting YouTube viewer counts 
using multi-dimensional engagement metrics from the 
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Warganet Life Official channel. With a MAPE of 12.20% and 
an RMSE of 204,890.42, the model showed strong predictive 
capability, particularly after incorporating hyperparameter 
optimization and benchmarking against Linear Regression 
and XGBoost baselines. Feature importance analysis 
confirmed that impressions, watch time, and likes are the 
primary drivers of viewership, reinforcing the central role of 
engagement metrics in digital content performance. 

These findings offer practical value for content creators 
and digital media analysts. The model can support real-time 
viewer forecasting, publication scheduling, and early 
identification of underperforming or potentially viral content. 
Insights from the engagement indicators may also guide 
strategic planning in digital marketing, branding, and 
audience retention initiatives. 

Future enhancements may include integrating additional 
contextual variables (such as trending-topic signals or 
comment sentiment), expanding comparative evaluations with 
more advanced deep learning models, and applying the 
framework across multiple channels or genres to further assess 
generalizability. Hybrid approaches combining ensemble 
learning with sequential models (e.g., LSTM or Transformer-
based regressors) could further improve performance, 
especially for videos with irregular or rapidly changing 
engagement patterns. 

In summary, this research provides a data-driven 
framework for improving YouTube content strategy through 
machine learning–based viewer prediction. Continued 
refinement, broader data integration, and cross-platform 
adaptation represent promising directions for maximizing the 
practical impact of this work. 
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